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Motion Adaptive Interpolation with Horizontal Motion Detection 
for Deinterlacing 

Shyh-Feng Lin, Yu-Ling Chang, and Liang-Gee Chen, Fellow, IEEE
Abstract —A motion adaptive deinterlacing algorithm is 

presented in this paper. It consists of the ELA-Median 
directional interpolation, same-parity 4-field horizontal 
motion detection, morphological operation for noise reduction 
and adaptive threshold adjusting. The edges can be sharper 
when the ELA-Median directional interpolation is adopted. 
The same-parity 4-field horizontal motion detection detects 
faster motion and makes more accurate determinations about 
where objects are going to move. The morphological 
operation for noise reduction and adaptive threshold 
adjusting preserve the actual texture of the original objects. 
The proposed method achieves cost-efficient hardware 
implementation with low complexity, low memory usage, and 
high-speed processing capability. In addition, it consumes less 
time in producing high-quality images and allows the 
audience to enjoy a high-quality TV sequence on their 
progressive devices. The experimental results show that the 
proposed algorithm is more cost-effective than previous 
systems. 

Index Terms — Deinterlacing, ELA-Median, 
Morphological, Progressive.  

I. INTRODUCTION 

Deinterlacing is an important process which converts 
ordinary TV sequences into progressive sequences for the sake 
of displaying on progressive devices (e.g. Computers, Plasma 
Display, and Projection TV). Some defects such as edge 
flicker, jagged effects, blur, and line-crawling will cause 
uncomfortable visual artifacts, if deinterlacing is not done 
perfectly.  

Two low-complexity deinterlacing methods are BOB[1] and 
Weave[1], which are commonly adopted in the software 
approach. BOB is an intra-interpolation method, which uses a 
single field to reconstruct one progressive frame. However, the 
vertical resolution is halved and the image is blurred. Weave is 
a simple deinterlacing method combining directly two 
interlaced fields into one progressive frame. However, the 
line-crawling effect will occur in the motion area.  

1Some motion adaptive techniques [9]-[13] [15]- [24] have 
been presented to improve image quality. Sugiyama and 
Nakamura [9] proposed a method of motion-compensated 
adaptive interpolation. They used motion-estimation and 
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adaptive interpolation to reconstruct the missing field with the 
information obtained from the backward and the forward 
fields. Hilman [10] and Haan [20] proposed a motion-
compensated frame-rate conversion algorithm with 
interpolation to reduce the 3:2 pull-down artifacts. Ville [11] 
proposed a motion adaptive technique on a fuzzy motion 
detector. Schutten and de Haan [21] proposed an object-based 
true-motion estimation algorithm to eliminate the 2-3 pull-
down sequences. Sun [23] proposed a shortest path technique 
of the motion information to re-align the fields of a video 
image. Patti [24] proposed using global motion estimation to 
reconstruct the video for solving the panning or zooming 
situation. All of these methods can provide better deinterlacing 
quality. However, these methods demand a lot of 
computational power and are very expensive for consumer 
electronic products. 

In this paper, a motion adaptive deinterlacing method with 
Edge Line Average (ELA), 4-field horizontal motion detection 
in same parity, noise reduction, and threshold adjusting is 
proposed. The overview of intra-field and inter-field 
deinterlacing will be discussed in Section 2. The fundamentals 
of the proposed method will be described in Section 3. Section 
4 shows the experimental results and comparison with 
previous methods. Section 5 gives the conclusion and remarks. 

II. DEINTERLACING OVERVIEW 
Fundamentally, deinterlacing could be characterized into 

four categories: intra-field deinterlacing, inter-field 
deinterlacing, motion adaptive deinterlacing, and motion-
compensated deinterlacing. 

A. Intra-Field Deinterlacing 
The most cost-efficient method is intra-field deinterlacing 

by the same field. It is widely used in software 
implementations, because it needs less computational power 
and only one delay line buffer. The most common method of 
the intra-field deinterlacing is line doubling, which is used in 
small LCD panels. However, the jagged effect will occur in the 
oblique line and flicker will be seen in the texture of the detail. 
Some methods of interpolation use upper and lower line pixels 
to reduce such flickers and alias.   

ELA is the most popular algorithm in this category. It is a 
kind of directional edge interpolation [5]. Three pixels in the 
previous scan line and the next scan line are referenced to 
determine the obvious edge in the image as shown in Fig. 1. 
This method can eliminate the blurring effect of the bilinear 
interpolation and gives sharp/straight edges.  

Although intra-field interpolation is very cost-efficient and 
needs one line buffer only, the resolution of the picture is half 
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of the original. In addition, some defects may occur when an 
object only exists in the same-parity field. 
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Fig. 1. Edge directional interpolation 

  

B. Inter-Field Deinterlacing  
Inter-field interpolation means merging two fields into one 

frame, so it needs one-field buffer. The video quality is better 
than that of intra-field interpolation in static area, but the line-
crawling effect, as shown in Fig. 2, will occur in the motion 
area. 

 
Fig. 2. Line-crawling effect occurs when merged directly. 

C. Motion Adaptive Deinterlacing 
The motion adaptive deinterlacing combines the advantages 

of both intra-field deinterlacing and inter-field deinterlacing. It 
detects the motion areas first, and then adopts intra-field 
deinterlacing in motion areas and inter-field deinterlacing in 
static areas. The block diagram is shown in Fig. 3. High-
resolution and flicker-free picture can be realized in both static 
area and motion area. The image quality is the same as that of 
intra-field interpolation. Motion adaptive deinterlacing relies 
on accurate motion detection. Any erroneous detection will 
cause artifacts as spots in the video. 
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Fig. 3. Block diagram of motion adaptive deinterlacing. 

Current Field

Reference Field

Frame

Separated 
into 2 field

 
Fig. 4. Block matching by motion estimation method. 

 
D. Motion-Compensated Method 
The motion-compensated method utilizes motion estimation 

to find the most similar blocks in the neighboring fields and 
calculates its motion vectors, as shown in Fig. 4. Then a new 
field is reconstructed from neighboring field. Block matching 
needs a large buffer size to locate the current macroblock and 
reference macroblock. Additionally, it also needs a lot of 
computational power to calculate the Sum of Absolute 
Difference (SAD) value. Although motion-compensated 
methods have greater potential to produce better result, they 
are also more complex since they require a motion estimation 
engine.  

In the next section, the fundamental of proposed 
deinterlacing is described. This new deinterlacing scheme 
using pixel-based motion detection is very cost-effective. It 
contains the noise reduction engine and can get reliable motion 
information to achieve high image quality. 

 

III. PROPOSED MOTION-ADAPTIVE DEINTERLACING 
The block diagram of the proposed method is shown in Fig. 

5. Three-field buffers are used to store the reference data. The 
enhanced ELA module does the directional edge interpolation 
according to the current-field information. The same-parity 4-
field horizontal motion detection calculates the difference 
between the forward-forward field and the current field, and 
the difference between the forward field and the backward 
field. After the morphological operation for noise reduction, 
the field difference will be sent to the threshold-adjusting 
module. According to the pixel value of the current field, the 
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threshold-adjusting module will provide an adaptive threshold 
value to produce the motion information. The decision block 
receives the motion information, and then selects the forward 
field in the static area and the output of ELA in the motion 
area. Finally, the current field and the interpolation field are 
merged into the progressive frame. 
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Fig. 5. Block diagram of proposed deinterlacing method. 

 

A. Enhanced Directional Interpolation - with Median ELA 
The directional interpolation algorithm using ELA [5] can 

generate straight and high contrast image. However, some artifacts 
will occur due to erroneous detection in a non-dominant 
directional edge region. The modified ELA [6] can eliminate the 
artifacts by interpolating the missing pixel according to the 
classification of the edge region. First, five differences are 
calculated along the five directions as shown in Fig. 6 and ( 1 ). 
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Fig. 6. ELA with median processing. 

The minimum difference is chosen to be the highest 
correctional edge, and the opposite direction of the highest 
correction is used to detect a non-dominant directional edge 
region. As shown in Fig. 7, if the highest correction is a, then d 
and e are used for detecting the dominant edge region. The 

differences of directional difference are calculated as Dd1, Dd2 
as shown in ( 2 ). 
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Fig. 7. The direction of the highest correlation is d or e. 
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Td is the threshold value determined empirically. If Dd1> 

Td and Dd2 > Td, the region is dominant directional edge, a 
directional interpolation will perform along the edge. At last, 
the median of three pixels ( 3 ) - the produced pixel, the 
corresponding pixels in the previous line and in the next line- 
is calculated to prevent the occurrence of bursting pixels. For a 
non-dominant edge region, a bilinear interpolation was 
performed along the vertical region. The flowchart of 
enhanced ELA is shown in Fig. 8. 
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Fig. 8. Flowchart of enhanced ELA. 
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B. 4-Field Motion Detection in Same Parity 
1) Same-Parity Field Detection 

For interlaced video, the vertical position of the even field 
and the odd field is slightly different. Same-parity field [25] 
detection detects the motion area by the even-field-to-even-
field or odd-field-to-odd-field difference. The benefits can be 
seen in the static area. Using successive-field difference for 
motion detection will lead to some problems. For example, the 
static letter “T” in the progressive frame can be separated into 
two fields as shown in Fig. 9. The motion detection by 
successive-field difference will determine the horizontal edge 
of the letter T to be different. The wrong decision will cause 
the static letter T in motion and produce the flicker line in the 
horizontal edge. With same-parity field detection, the even-to-
even-field difference and odd-to-odd-field difference will be 
the same. The correct decision can be made and the static 
letter T can be reconstructed perfectly. 

C. 4-Field Horizontal Motion Detection 
The 2-field difference [14] will lead to a wrong decision, if 

the object is moving too fast. As shown in Fig. 10, a person is 
moving very fast between the forward field and the backward 
field, crossing the current-field position. Both the forward field 
and backward field are background at the position of the 
person in the current field. So the 2-field difference between 
the forward field and backward field is very small and the 
person is detected to be static. The line-crawling effect will 
occur to this erroneous detection. 
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Fig. 9. 4-field motion detection in same parity. 

 
 

Same-parity 4-field motion detection involves two more 
fields than 2-field motion detection, as shown in Fig. 11; the 

current field and the forward-forward field. It also has same-
parity field detection ability, which can solve the detection 
error caused by the different positions in the even field and 
odd field. The extra field difference between the current field 
and forward-forward field can detect more motion information 
than same-parity 2-field motion detection. So the line-crawling 
effect can be eliminated by this method. 
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Fig. 10. The 2-field motion detection. 
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Fig. 11. The 4-field motion detection. 
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Fig. 12. 4-field horizontal motion detection. 

 
Usually, adaptive motion deinterlacing will adopt intra-field 

interpolation for pan sequences, resulting in lower resolution. 



IEEE Transactions on Consumer Electronics, Vol. 49, No. 4, NOVEMBER 2003 1260 

Five-directional temporal interpolation is added into the same-
parity 4-field motion detection to achieve resolution as high as 
inter-field interpolation as shown in Fig. 12. Block matching is 
done between the forward field and the backward field by 1×3 
blocking size. If the minimum difference of block matching is 
smaller than the threshold, and the pixel difference between 
the forward-forward field and the current field is also smaller 
than the threshold, the temporal prediction will be adopted. 
The proposed same-parity 4-field horizontal motion detection 
can eliminate the detection error due to vertical position of 
interlaced sequence and fast motion, and can achieve high-
resolution result to process the pan sequences. 

D. 3:2 Pull-Down Detection 
1) 3:2 Pull-Down algorithm 

The 3:2 pull-down method means transforming the sequence 
rate from 24 frames/second into 60 fields/second.  An example 
is shown in Fig. 13, frame 1 is separated into three fields; even 
field/ odd field/ even field. The first even field and the third 
even field of frame 1 are the same.  Frame 2 is separated into 
two fields as described above. So two frames will be translated 
into five fields, which means the original 24 frames/second 
will be translated into 60 fields/second. 
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Fig. 13. 3:2 Pull-down translation. 
 

2) 3:2 Pull-Downed Recovery 
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Fig. 14. 3:2 pull-down recovery. 

 
 Same-parity field detection, which means detection from 

even-to-even field or from odd-to-odd field, can also detect the 
3:2 pull-downed sequences. If the same-parity field detection 
detects that two fields resemble each other periodically, then 
the 3:2 pull-down sequence is detected. The redundancy of an 
even field or an odd field will be removed.  As shown in the 
Fig. 14, E1 and O1 are merged into Frame 1, and E2 is 
discarded. O2 and E3 are merged into Frame 2. E4 and O4 are 
merged into Frame 3, and O3 is discarded. E5 and O5 are 
merged into Frame 4. So five fields will be translated into two 
frames, which means 60 fields/second will be translated into 

24 frames/second. Then the progressive frame will be 
reconstructed perfectly. The circuits of same-parity field 
detection can be used both in the 3:2 pull-down detection and 
4-field motion detection, saving the hardware cost and meeting 
low-power consideration. 

E. Morphological Operation for Noise Reduction 
Video signal after coding and transmission will involve 

some noise, which will cause erroneous motion detection. The 
morphological operation scheme will eliminate the noise of 
field difference to preserve the reliable motion information. 
Morphological operation, which includes the erosion process 
and dilation process, can reduce the high-frequency noise of 
field difference. The purpose of erosion is to reduce the high-
frequency noise, and its equation is shown in ( 4 ). The 3×3 
window is shown in Fig. 15, if one of the nine pixels is black, 
then the center pixel is black. After the erosion process, we go 
through a dilation process. The purpose of dilation is 
extending the motion area, because the erosion process will 
erode the edge of the motion area. If one of the nine pixels in 
the 3×3 window is white, then the center pixel is white. 
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F(j+1,k+1)F(j,k+1)F(j-1,k+1)

 

Fig. 15. The 3××××3 window of morphological operation. 
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( 4 ) 

 
G(j,k) is the mask result of each pixel after erosion. F(j,k) is 

the original same-parity field difference. The 3×3 dilation of 
gray scale difference is defined as ( 5 ). 
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Here, D (j, k) is the final mask result after dilation and 
erosion. G (j, k) is the mask result after erosion. We can easily 
discover in Fig. 16 (a) that the original-field difference (shown 
in Fig. 16 (b)) contains a lot of noise and we may not know 
where the real motion areas are. Black represents the static 
area, and white represents the motion area. The difference 
after “erosion” is shown in Fig. 16 (c), where there is a great 
improvement in noise reduction. But we lose the difference 
information on the edge of the objects. So the dilation process 
is utilized after applying the erosion process and obtains a 
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“thicker” edge (Fig. 16 (d)) by which we can determine the 
motion areas more correctly. 

 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Fig. 16. (a) The original field, (b) The original-field difference, (c) The 
field difference after erosion, (d) Noise reduction after morphological 
reduction. 

F. Threshold Adjusting 
The threshold value is used to determine the motion area. 

We detect the motion area when the field difference is larger 
than the threshold value. When the field difference is smaller 
than the threshold value, the static area is found. Human eyes 
are less sensitive to lighter or darker area than gray area, so the 
threshold at those pixels should be much smaller than the 
threshold at gray color pixels, just like Fig. 17. Equation ( 6 ) 
presents the simple threshold adjusting mechanism for the 
proposed motion detection. For an 8bit gray scale picture, 255 
and 0 mean the white and black color, respectively. 
Experimental result shows that when the current pixel value is 
255 or 0, which is not sensitive for human eyes, the threshold 
value is 20. When the current pixel value is 127, which has 
high sensitivity, the threshold value is 10, as shown in Fig. 18. 
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Fig. 17. The sensitivity of the luminance influences the threshold of 
motion detection. 
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Fig. 18. Pixel value vs. threshold. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 
This section discusses the implementation issues and 

experimental results of the proposed deinterlacing methods. 

A. Analysis of Hardware Cost 
Now, we address the comparisons on memory access, local 

buffer size, and instruction counts. The “n” in Table I means 
the pixel numbers to be processed.  

Due to the pipelined architecture, the bilinear interpolation 
should read one pixel into local buffer while processing each 
pixel. The ELA process needs to examine two pixels on two 
different scanlines. The memory access frequency of the 
motion-compensated method may vary in different 
architectures, but it is at last 10 times larger than the bilinear 
method. Our proposed method reads five pixels from memory 
each time when the same-parity 4-field horizontal motion 
detection is utilized. The instruction counts are profiled by I-
prof with gcc 3.0.2 and the target video sequence is for CIF 
30FPS. There is much to optimize in the C codes for hardware 
implementation. But it is shown that the proposed method 
needs only 1.2GIPS for real-time deinterlacing. The 
instruction count of the proposed method is similar to those of 
the intra-field deinterlacing methods and is much smaller than 
the motion-compensated methods. 

It is obvious that motion-compensated deinterlacing is the 
most complex and time-consuming method, while the 
proposed algorithm possesses less complexity and memory 
access frequency than the motion-compensated deinterlacing, 
and has the same complexity as intra-field deinterlacing. 
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TABLE I 
MEMORY ACCESS, BUFFER SIZE, AND INSTRUCTION COUNTS 

COMPARISON 
External 

Memory Access 
 

Read Write 

Buffer 
Size 

[bytes] 

Instruction 
Counts [MIPS] 

Bilinear n n 1 481  
ELA 2n n 10 879  
Motion-
compensated >10n n 528 30,248  

Proposed 5n n 25 1,224  

B. Comparisons of Subject View 
 

 

 
(a) 

 

 
(c) 

 
(b) 

 
(d) 

Fig. 19. (a) Original even field, (b) Original odd field, (c) The letter K 
disappears by intra-field interpolation in the even field, (d) The letter O 
disappears by intra-field interpolation in the odd field. 

 

Fig. 20. (a) Line-crawling effect occurs when merged directly, (b) 
Line-crawling effect is introduced by same-parity 2-field detection, (c) 

Jagged effect caused by bilinear interpolation, (d) Straight line by ELA 
processing, (e) Results obtained by the proposed deinterlacing method. 

 
The sequence “Pendulum” emphasizes on texture 

preservation and edge sharpness when deinterlacing is done. 
The original sequence, as shown in Fig. 19 (a) (b), can be 
divided into three parts. The most important of all is the 
oscillating pendulum: it swings back and forth between the left 
and the right of the screen. In the combined frame, the line-
crawling effect appears at the motion area of the pendulum. 
The second part is the title “OK”, which is composed of an 
“O” exiting only in the even fields and a “K” exiting only in 
the odd fields. The third part of the sequence is the logo 
rotating at the lower-right-hand corner of the screen. The 
rotating logo is like a non-rigid body, and the real appearance 
of non-rigid bodies are often lost in motion-compensated 
deinterlacing while the motion adaptive deinterlacing can 
reconstruct the non-rigid bodies very well. The original two 
fields and the directly combined frame are shown in Fig. 19 (a), 
(b), and Fig. 20 (a), respectively. 
 Edge in the picture can be recognized when intra-field 
deinterlacing is adopted. But the words “O” and “K” will 
disappear alternatively because they exist only in different 
parity fields, as shown in Fig. 19 (c) and Fig. 19 (d), 
respectively. 

The resulting picture of the two-field same-parity motion 
detection [6] is shown in Fig. 20 (b). Although the words 
“OK” are successfully preserved, the line-crawling effect still 
exists in the shaft of the pendulum. 

For intra-field deinterlacing, bilinear interpolation and ELA 
show different sharpness. The result of bilinear interpolation is 

shown in Fig. 20 (c), where alias edges can be seen. The 
result of the ELA is shown in Fig. 20 (d), we can see that the 
edge is much sharper and straighter than that achieved by 
bilinear interpolation. 

The result of the proposed method, which has same-parity 
4-field horizontal motion detection and enhanced ELA, is 
shown as in Fig. 20 (e). The edges of the pendulum and the 
logo are sharp and very straight, and the letters “O” and “K” 
can be displayed correctly in the even field and odd field, 
respectively. The proposed method has overcome the 
problems of all other deinterlacing methods.  
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Fig. 21. Performance measurement method. 
 

 
The performance of the PSNR comparisons of 

deinterlacing achieved by using the sequence converted from 
progressive sequences is shown in Fig. 21. The original 60 
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frames/second progressive frame is decimated into 60 
fields/second interlaced fields. After deinterlacing, the 60 
fields/second interlaced fields are reconstructed into 60 
frames/second progressive frames. Then we compare the 
original progressive sequence and the output of deinterlacing.      

From TABLE II and Fig. 22, the proposed 4-field motion 
detection method has better performance than the bilinear, 
ELA, and 2-field motion detection methods. The three 
sequences of Mobile, Stefan and Dancer have large motion, so 
the proposed method adopted intra-interpolation in most areas. 
Others are better than previous methods, even up to 10db. The 
original interlace sequences are shown in the left of Fig. 23 
and Fig. 24, and the progressive results of the sequence 
obtained by the proposed method are shown in the right of Fig. 
23 and Fig. 24. 

TABLE II  
PSNR COMPARISON 

Name Merged Bilinear ELA 2-Field 4-Field 

Silent 29.52 29.15 26.72 37.86 39.82 

Weather 31.01 26.93 25.55 37.96 40.49 

Mobile 17.83 24.92 23.99 26.20 25.83 

Mother Daughter 33.59 32.89 30.82 37.76 42.65 

Container 31.01 28.14 25.04 40.27 37.81 

Stefan 11.86 26.91 25.49 24.90 26.12 

Dancer 23.19 36.15 33.41 31.94 34.06 

Foreman 23.30 29.96 27.41 30.44 33.21 

Hall Monitor 30.61 30.68 27.75 35.34 39.14 

Table Tennis 23.89 27.32 25.85 31.55 35.11 

Coastguard 22.59 27.84 26.32 29.32 30.45 
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Fig. 23. Left: original interlaced sequences: (a): “Silent,” (b): 
“Weather,” (c): “Mobile,” (d): “Mother and Daughter,” and (e): 
“Container.”  Right: progressive results obtained by the proposed 
method. 
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Fig. 22. The bar chart of PSNR performance comparison. 
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Fig. 24. Left: original interlaced sequences: (a): “Stefan,” (b) 
“Dancer,” (c) “Foreman,” (d) “Table Tennis,” and (e) “Coastguard.” 
Right: progressive results obtained by the proposed method. 
 
 
 

V. CONCLUSION 
A motion adaptive deinterlacing algorithm is presented in 

this paper. In order to provide fast motion detection and 
eliminate edge flickers, jagged effects, blur, and line-crawling 
effects, four schemes are suggested, including enhanced 
directional edge interpolation, same-parity 4-field horizontal 
motion detection, morphological operation for noise reduction, 
and threshold adjusting. From the experimental results, the 
proposed deinterlacing scheme just needs 10% of hardware 
complexity of motion-compensated methods, and can achieve 
PSNR values up to 10db better than non-motion-compensated 
methods. The proposed method provides cost-efficient 
hardware design and can achieve superior video quality. 
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